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Abstract—We consider the problem of minimizing delay when Multiple description is a well studied data compression
br_oadcastlng over _erasure channels with feedback. A sender technique which allows for robust and gracefu| recovery in
wishes to communicate the same set qi messages to several yo presence of unknown channel conditions. The theotetica

receivers over separate erasure channels. The sender canoad- . . ;
cast a single message or a combination (encoding) of messagepmblem was introduced in the 80's (e.g., [9]), but the resiea

at each timestep. Receivers provide feedback as to whethene  interest in the field was significantly invigorated during thst
transmission was received. If at some time step a receiver gaot  few years, due to the numerous identified network applioatio
identify a new message, delay is incurred. Our notion of delais  such as image and video delivery (e.g., [3]). The main idea
motivated by real-time applications that request progressely s 15 encode a file, for example an image, using a number
refined input, such as the successive refinement of an image . L L2
encoded using multiple description coding. u of equally |mportant_descr|p'gons. Each _descrlptlon istsen
Our setup is novel because it combines coding techniques wit Separately to the receiver, which, depending on the channel
feedback information to the end of minimizing delay. It allows conditions, may receive only some of them. The descriptions
©(p) benefits as compared to previous approaches for offline gre such that if a receiver receivesy single one, it can
algorithms, while feedback allows online algorithms o acfeve o0qngiryct a coarse version of the image; more received
smaller delay than online algorithms without feedback. Ourmain o S
complexity results are that the offline minimization problem descriptions allow for a more accurate reconstructionidgot
is NP-hard when the sender only schedules single messageghat onIy thenumberof different received deSCI‘IptIOﬂS matters
and that the general problem remains NP-hard even when for the reconstruction accuracy and not the order of recapti
coding is allowed. However we show that coding does offer dsf Consider now an application that requires fast delivery of
and complexity gains over scheduling. We also discuss onén 4065 over a wireless network, for example from a road-
heuristics and evaluate their performance through simulatons. . . . .
basestation of a transportation network to passing vehicle
|. INTRODUCTION Assume that the image is encoded using multiple description
Current and emerging applications, such as satellite imaapd thus the basestation hadlocks to deliver. When com-
ing, roadside to vehicle communication, internet tv, viesl municating towards a single receiver, simple sequentailstr
downlink broadcasting, require content to be downloadedission of the blocks suffices. The problem becomes much
quickly and reliably from a host over possibly unknowrmore challenging when the image needs to be broadcasted
channels. In practical networks, transmissions are stihjec to a number of receivers, each of which receives data over
errors: packets get dropped due to congested links, wirelits own erasure channel. The base station may combine the
fading and interference, expired timestamps, etc. Suctetosfeedback information with @chedulingalgorithm to decide
are perceived as packet erasures at higher layers, andtane ofhich image block to broadcast next. In this work, we propose
modeled using independent erasure channels. instead to use aodingalgorithm that transmits encodings of
To cope with unknown channels, feedback information i&e image blocks. Our proposed coding is additional to the
often available at the broadcasting source. Thus the spuntriltiple description data compression: it decides whict an
when deciding what to transmit next, knows which receivel®w many image blocks it will combine together, and falls in
successfully received each of its past transmissions.lfeefd the area of network coding, as its main purpose is to better
can be efficiently employed in a wireless environment: thghare the network resources among the contending receivers
source might acquire such information by taking advantagdso, our ideas apply to more general settings such as single
of the symmetry of wireless links, or by collecting acknowlhop networks with many sources.
edgment packets explicitly using specifically designedmdn  Every time receiverr; receives successfully, it wants to
traffic [7], or implicitly, by overhearing transmission®fn the learn some missing piece of information, namalyy image
receiver nodes [11]. block it does not know yet. This motivates us to increment
In this paper, we consider the problem of combining codirthe delayd; of r; by one every time-; successfully receives
techniques and feedback information over broadcasting-chaither (i) an image block it already knows, or (ii) an encadin
nels to offer reliable content delivery under delay guagaest of image blocks which, when combined with's successful
Our notion of delay is motivated from real-time applicagonreceptions so far, does not allowy to immediately learn at
with progressively refined input. Such a paradigm is prodiddeast one unknown image block. This definition allows us to
by multiple description coding that we adopt as our illutigg  disengage delay from the erasure frequency as delay may only
example in the following; however, our notion of delay i®ccur at successful receptions. It also allows us to capivoe
relevant to a much more general class of applications. causes of delay: delay due to useless received packets|yname



packets that bring duplicate information to their receiesrd it can decode, which incurs del&®/( ). Indeed, when erasures
delay due to packets that, although useful, do not allogccur, satisfying requests even for the same content become
their receiver to decode some unknown block at the time ofiallenging [8]. In [17] use of MDS codes is proposed, but
their reception. Finally, our definition of delay is the silegt their performance is inferior to Raptor codes both in teris o
instantiation possible, as it does not take into account aogmplexity and adaptability to unknown channel conditions
ordering: we thus hope that a good understanding of thisOur work can also be viewed as an instantiation of network
problem can serve as a first step towards more combinagoriadbding with feedback. In [11], the goal is to optimize the
demanding delay definitions. achievable rate, when each received packet is either gsaies
The main questions we consider in this paper are (i) wheth@an be immediately decoded by the destination. Such schemes
coding offers delay gains, and (ii) how to design codinglthough simple to implement, do not offer rate or delay
schemes that minimize average and maximum delay, and whaarantees. Another line of work seeks to minimize the queue
is the complexity of this task. We focus on the case whesize at the sender (e.g., [18]). Also, [14] examines schemes
all receivers request the same content because undergjanthiat minimize mean completion time for broadcasting over a
this simple model offers a first step towards variations, iehegeneralized variant of half duplex erasure channels. Thie la
receivers may demand different subsets of messages. Itwe performance metrics are quite different from delay.
worth noting that the popular solution of employing ratesle A related broadcasting scenario, called Index Coding, was
erasure correcting codes such as LT [13] or Raptor codes [Ifoduced in [4]. In the more general setting of [2], it is
for reliable broadcasting over erasure channels, yieldg veassumed that by time each receiver knows some subset of
large delays (see I-A). the p blocks (its side informatiof, no erasures occur after
Our contributions include the following. We first show thatime ¢, and each receiver wants exactly one of the blocks it
minimizing average and maximum offline delay when this still missing. The goal is to find the minimum length of
source uses schedulingMéP-hard. We then examine the com+the codeword whose transmission will allow all receivers to
plexity of the problem when coding is allowed and show thasjmultaneously recover their missing blocks. In our sgttin
although specific classes of erasure instances becomal,trivihe assumptions above do not hold. Further, optimizing for
the general problem remain$ P-hard. However, we exhibit the objective in [2] does not necessarily minimize ours.
classes of erasure instances where coding offers sigrtificanin [10], solving Index Coding is viewed as solving a
gains in delay. We then discuss heuristic online algorithnsequence of specific instances of the problem of network
for the case of i.i.d. erasures. We evaluate their perfoomarcoding where the receivers place demands for specific sets
through simulations and show that use of feedback and codimigmessages. In the full version of our paper, we show how
outperforms in terms of delay both scheduling, and Forwandinimizing delay is equivalent to solving a sequencespé-
Error Correction (FEC) schemes that do not use feedback.cific instances of a different problem, namely network coding
The remaining of the paper is organized as follows. Sewith non-uniform demands (NUD). We exhibit a specific NUD
tion Il introduces our model. Sections Il and IV study thénstance that is hard (the one corresponding to answering if
complexity of offline scheduling and coding, and benefitefrothe delay has its minimum possible value), hence our results
coding. Section V discusses online algorithms. Due to spagvide an alternative proof for the complexity results %j. [
limitations, detailed proofs of all theorems and proposisi in Finally, our paper builds on a preliminary work [12], where
these sections appear in [19]. Section VI concludes. we introduced the problem.

A. Related Work Il. THE MODEL

A significant body of work has investigated the problem of Consider a source that wants to conyeymessages t@
scheduling user requests over a broadcast medium to maxinrizceivers using broadcast transmissions. Time is sloftetthe
the per-user received rate and minimize the response tirbeginning of each time sldt> 1, the source transmits packet
Users typically arrive at different times, and ask for diffiet p(¢). The source uses schedulingscheme ifp(¢) consists of
content. No coding is employed and no errors occur. Tlome uncoded message for gliwhile it uses ecodingscheme
difficulty of the problem, which was recently shown toNeé>- if p(¢) may be an encoding (combination) of the messages.
hard [6], arises from having to share the common medium oJReceiverr; receives the source transmissions over its erasure
the contending requests. Without erasures, our setting is channel. We denote by! € {0,1} the realization ofr;’s
easy instance of this problem: when all users requestahee channel at time with K7 = 1 iff r; receiveg(t). In the worst
data items inany order, even if they arrive at different times,case ¢ffline)model these realizations have given values, while
a periodic (circular) transmission of the data items suffice in a probabilistic(online) setting they are random variables.

In the presence of erasures, uncoded transmissions lead tBor all ¢ > 0, receiverr; informs the source of}. We
repetitive reception and cannot achieve rates and thuy dedesume perfect feedback channels and that the sourceagceiv
close to optimal. With coding, delay and rate may becom?é;r before the end of time sldt Thus the source can use this
conflicting requirements. Rate-less codes for example neatbrmation to generate the next packet. We assume thaigluri
to encode at the source acrgssblocks to operate close totime slott, the receivers can receiygt) and decode it using
capacity. A receiver must colle€ () coded packets beforepreviously received packets. A receiver who has decoded all



1 messages is no longer interested in the source transnsssiba an easier problem than the one studied in [6] since our no-
which continue until all receivers have decoded all messagéon of delay is relaxed: all receivers need all messagdeans
We can think of they source messages as definingia of specific subsets of messages, and the order of receptésn do
dimensional space over a finite fiell,, where each mes- not matter. The decision version of our minimization proble
sage corresponds to one of the orthonormal basis vectbes an extra integer inpdt> 1, and answers “yesiff there
{e1,...,eu}. In this work we are interested in linear schemess a schedulingscheme that completdg, p, 7, P) with total
wherep(t) has the form(c, z) with c € F} andz = Zj cje;;  (maximum) delay at most 4 . An algorithm that solves the
the choice of the coefficient vectoidetermines:, so we leave minimization problem must answer the decision problem for
z implied in what follows. Operations over a finite fiel, every value ofd, including its minimum value which is one
of size sayy = 2° in practice means that we divide the binarjor both average and maximum delay. Thus showing that it
packets the source produces into contiguous sefiif, and is hard to decide if the average delay is one proves that both
treat each such set as a symbolRf. Linear combining of minimization problems are NP-hard. This is the main result
the packets occurs symbol-wise. of this section and it is summarized in the following theorem
Let H§. be the subspace collected by at the endof Theorem 1:Minimizing average and maximum offline de-
time slot ¢ and E! the set of vectors, € II'. We say lay under scheduling schemesisP-hard.
that a received vector (packet) bringmovative information  In the rest of this section we sketch the proof of Theorem 1.
to r; if it increases dinill;) by one. Schemes where everyVe will reduce 3SAT to average delay (henceforth referred to
successfully received packet brings innovative infororatio Simply as delay) of one.
its receiver are calledate-optimal In such schemes, if; has ~ Given a formulaj in CNF onn variablesr, . ..., z,,, andm
received/ packets, it has af-dimensional subspadé; of the clauses:, ..., ¢, where each clause consists of disjunctions
p-dimensional space. Fdr= , r; can successfully decodeOf exactly 3 literals, we want to decide if there is an assigntn
all source messages. (for more properties see [19], [12]). Of truth values to the variables that satisfies all clauses.
Definition 1: The delayd? experienced by; under trans-  We will construct an offline broadcasting instanBes) =
mission schem@ is the number of packets that, although sud+ 2, 7, P(¢)) such that is satisfiableff there is a scheduling
cessfully received, did not allow, to instantly decode a new Scheme that completd3(¢) with delay one. In our instance,
message’ In symbols 47 N 1+Zt:\E'J (B! = E§*1)~K§, the source hag. = 2n messages, there aye = n + 2m
wherel(.) is the indicator function.’ ' ' receivers, and- = 4n + 5m slots. In our construction each

Let D], D, denote the average, worst case delay undifilEiies SXEEN i SEEEEEE AR O B T e
T respectively. Our goal is to computeiny DI, miny DL y

and find the possibly different (see [12]) schemes that aehieex'StS: any su_ch scheme must be rate-optimal (see Se_c)lon .
s must deliver all: messages after successful receptions.

them. Observe that if a scheme achieves the minimum def . . . .

. - “In more detail, for every variable;, 1 < i < n we introduce
of one for a given broadcasting instance, then the schem I?nessa es;, 7;, and one receiveD’® (we will discuss the
rate-optimal. On the other hand, any non rate-optimal sehe 9 Fi» € i .

role of D* after the construction oP(¢) is complete). Also,

incurs average and maximum delay strictly larger than one . j p )
Since the delay of any online scheme is lower bounded V>¥° receivers(y andC’; are introduced for every clausg,
< j < m. ThusP(¢) hasp = n + 2m columns.

the delay of the optimal offline scheme, we first investigatew di h ber of . E
the offline model in Sections Ill and I\2. The offline problem Ve NOW CIScUss the number o rowsin P(¢). For every
has 4 inputsi o- a timer by which aII. receivers must havevarlablexi, we introduce 4 consecutive time slots, which we
decodedpall ;rﬁ%epésa es: ;nc)l;a< svmbolic matrix P with call thevariable periodg;; §; starts at timeli — 3, and ends
entries from sgch,thatP . P _y iff 1, receivedp(t at time 4i. Following then-th variable period, we introduce
3 ! {\/.’X} u (t,5) = Viff 1 v (. ): m consecutiveclauseperiods: thej-th clause period, denoted

A broadcasting scheme for the sourmempletesan offline b . £5 ti | . . d
instance( 7, P) if by time 7 all receivers have decoded all Y 7j, CONSIStS of 5 time slots, starts at tine + 5) — 4, an
essa eg’ %or’e Amblerifis the first slot by which. hasy  €ndS @t imetn + 5. Thus P(¢) hast = 4n + 5m rows.

ges. xamp Al ! Yy WRICT; hasj To complete our construction, we must assign values to the

successful receptions, and> max;<;<, t;, any rate-optimal

h letes the inst dl f the del 7-p entries of P(¢). We will do this sequentially in time, i.e.,
scheme completes the instance (regardiess of the delay). by first considering the@ariable and then theclauseperiods.

[<p

[1l. M INIMIZING SCHEDULING DELAY IS N P-HARD Time [ ¢/ [ ] Time | ¢ | ¢} Time | Cf | C]

- ; P i—3 | v | X i—3 | v | X -3 v | v

G|ye_n an offline broadcastln_g instan@e p, 7, P), wewant | ;.5 | ¥ | si—2 | x| x si—2 | v v

to minimize the average (maximum) delay under any schedplti —1 | x | 4i—1 | x X 4i—1 | x X

ing scheme that completes the instance. A priori this apgtear |4 X X 41 X | v 4 X | X
TABLE |

1The +1 is introduced for technical reasons and may be irgtggras setup
time: e.g.,t = 0 is used by the source to identify the number of receiyers

2Besides serving as benchmarks for online performanceneffiroblems
can be particularly interesting on their own (e.g., Indexdi@g).

3We useP(t, j) for the offine model to distinguish frorKJt. used online. 4For 1 independent op, minimizing total or average delay are equivalent.

RECEPTIONS OFC{, Cg DURING 3;: AS ON THE LEFT, IF CLAUSE ¢;
CONTAINS z;; MIDDLE, IF ¢c; CONTAINST;; RIGHT, OTHERWISE



Time | DT D? D" 4Time ,S'Ot4 O 1 @ | delay greater than one. We then show that coding across
112—3 v X v 4212;:3 \X/ y messages can offer two types of benefits: (i) Reduce the
42 :f }(/ i(/ \x/ dn+5j-2| x | / | delay: we exhibit instances where coding achieves delay one
4 X v X 4"4:_?5_, 1 \\j X | while scheduling cannot. (ii) Reduce the complexity of &udy
J the problem: for example, with scheduling, it i§P-hard
TABLE I to compute the delay for the erasure pattern in Section lll,
LEFT: D',..., D™ DURING ;. RIGHT: C{, C DURING 7;. while it is trivial to achieve the minimum delay of one with

During variable period3;, for all 1 < j < m, receivers coding:during@i,sendeiji,_ei,éi,while duringﬁj,f.or_clause
01,03 corresponding to clause receive as shown in Table 1< = (i V0o V), sende; +;, then whatever is missing from
dependmg on whether;, 7; or none of them appears i. C3, and finallye,, e,. The main purpose of this section is to
Also, during 3;, receiversD’ for 1 < ¢ < n, receive as in €xamine whether and how much coding can help.

Table II: for ¢ # i, D’ receives during the first two time slots We use the following notation; denotes the set of
of B, while only D' receives during the last two time slots. messages the source has transmitted up to #mB; the

During clause periody;, receiversC?, CJ corresponding remaining messages. S|m|larEy denotes the set of messages
to clausec; receive as shown in the right TabIe II. All otherfrom B, received byr;, while E = B;\E} for all r;.
receivers experience erasures during For the case of one receiver, trivially, scheduling actseve

The above completes our construction. It is easy to chegllay one. For two receivers, a simple algorithm ensuresydel
that the reduction can be carried out by a deterministicituri one: if at timet (i) both ; andr; receive, transmit a message
machine in logarithmic space, and that every receiver hgem Bt (i) only r; receives, |fEt # () transmit a message
exactly 1 successful receptions. So a priori there could bey ., 7 E else a message fro,. Th|s scheme ensures that
a scheduling schem&} completing B(¢) with delay one. at eacht eltherEi _ g orE; — 0, and B, 0 only when at

ReceiversD’ ensure the following property of all sucH.. ) i
g property s least one of the two receivers has received all messages.

Proposition 1: For all 5;, any T¢ that satisfiesB(¢) with ) ) ] -
delay one, sends twoewmessages in the first two slots, and For three receivers, offline scheduling can result in worst

resends these messages in some order in the next two slof&S€ delayO(u). Indeed, delay is introduced when the trans-
In effect, this flexibility in the scheduling of the message®iSsion scheme cannot be rate optimal. For the pattern in
during the last two slots of each is our choice gadget. Our Table Ill, where each line is repeatgdtmes rate optimality
consistency gadget is that duririy, C receives a different for 73 implies that att = p+ 1, E\NE, = 0 (5 is
message front§ if z; appears in; anda:l in ¢,. Our clause necessary to ensurE1 N E2 = (). Then the transmissions

constraint gadget is the simultaneous reception of the tabt =+ 1,..., % incur sum delays for r; andr,. Thus:
receivers corresponding tg during the first slot ofy;.

We now move to showing thab is satisfiableiff B(¢) fime-slots | 2 | 3 fime-slots ™| 72 | 73 | ma
admits delay one. Before, we introduce two useful schegslin L,.... 5 Vx|V L., 5 VI x| V] x
Scheduling 1, 2 for variable periods;: the ordered sequence 5L 3#; x| v |V L+1,... f,i x| v | V]| x
of message§e;, &, e, &}, {€i, e, ¢, e}, respectively. ptleny [ VIVI]X ptle S I VIVIX]Y

Proposition 2: If ¢ is satisfiable, there is a scheduling TABLE IlI
schemeTs that satisfiesB(¢) with delay one. LEFT: SCHEDULING DELAYSO (1), CODING 1; RIGHT: CODING DELAY O(u).

Conversely, letl’; be any scheduling scheme that satisfies p ition 4: If at time £ th . d h
B(¢) with delay one. W.L.o.g., assume thdt, transmits rop05| lon attimet there are recevers andr; suc
{ez,, ey, } during the first two slots ofs;. By Proposition 1, thatE, ﬂE =, and aftertlmet for the nextD timeslots with
these messages will not be rescheduled before timeso for D = mm{lE l, IE [}, bothr; andr; succesfully receive,
the sake of clarity, we may relabel themase; respectively. then offline schedullng results in deld@y(D).

We define the following truth assignment. Fbr< ¢ < n, if Use of coding allows to make all source transmissions rate
T¢ applied Scheduling 1 fof;, setz; to true, else ifl'; used optimal (e.g., for the left pattern in Table Ill, it suffices t
Scheduling 2 for3;, setz; to false. By Proposition 1, anys  transmit4 messages frorﬁi +Eg att=pu+1,..., %ﬁ), but

indeed applied one of these two schedulings dugingThe delay is now introduced, if a receiver cannot decode a redeiv

following show that the above truth assignment satisfies linear combination, as shows the right pattern in Tablesidale(
Proposition 3: Let ¢c; = (¢; V£,V {;) beanyclause. Under also [12]). It is easy fo see that at= i+ 1, ENE, =0,

any T that satisfiesB(¢) with delay one has received at and additionallyE, C E,, Ey C Ey. To be rate optimal for

least one ok, e,, €, by time 4n. r, andry the source must transmit fronﬁ1 + E2 However,
Corollary 1: If T is a scheduling scheme that satisfieg,ese transmissions cannot be decoded byThus:

B(¢) with delay one ther is satisfiable. Proposmon 5:1If at t|met there are recelvera r; andry

IV. BENEFITS ANDLIMITS FROM CODING with E N E =0, E C Ek, E c Ek, and aftert, for the

We start here by attempting to understand the structuraxtD t|meslots withD £ m1n{|E [, |E |}, bothr; andry

properties of instances where offline scheduling results successfully receive, then offline codmg incurs dela§D).



Clearly, coding achieves delay one for a larger set of eeasurot shown here) increase, and achieves more than 78% of
patterns than scheduling. Some such patterns are givew.bekhhe maximum rate for each point in the graphs. Variations

Proposition 6: Coding achieves delay one when each transiming to weigh more cleverly the delays from useless and non
mission is: 1. Successfully received by at most two recsivanstantly decodable packets are the subject of current . work

(high erasure probability scenario). 2. Not received by astr
one receiver (low erasure probability scenario).

Given that there are instances that become easier
coding, the next question is, whether the general probl
when we are allowed to use coding, becomes polynomial ti
or remainsN P-hard. Note that the problem of maximizing tt
throughput when multicasting over graphs becomes poly
mial time if coding at intermediate network nodes is allow
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Theorem 2:Minimizing average or maximum offline delay
when the source uses (linear or nonlinear) codiny i3-hard.

Proposition 7: UnlessP = N P, no (2 — ¢)-factor approxi-
mation algorithm exists for maximum offline delay and- 0
when the source uses (linear or nonlinear) coding.

Q

VI. CONCLUSIONS

We consider the problem of minimizing average and maxi-
mum delay when broadcasting with erasures. We show that
the general offline problem igVP-hard under scheduling
schemes, and remain§ P-hard even under (linear or non-

V. ONLINE ALGORITHMS linear) coding schemes. However we demonstrate that coding

We start by discussing the competitive ratio of a naturaffers delay and complexity gains offline, and that feedback
class of online algorithms for minimizing average and maxinformation allows online algorithms specifically desidrfer
mum delay in the case of arbitrary erasures. We then suggeéslay-sensitive applications to outperform both schedudind
an online heuristic that improves significantly on the agera standard FEC (no feedback) schemes.
delay of the best heuristic from [12] for i.i.d. erasures.

A systematic rate-optimal online algorithm first transmit
all » messages once uncoded, then sends combinations of alfhis work is supported by EU Project NetReFound FP6-
messages. Such schemes have smaller delay than their An:034413, SNSF Award No PP002-110483 and Hasler
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